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 You will be required to hand in this booklet in your first lesson at 
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Further Maths - Year 12 into 13 Summer Bridging Work 

 

 

 

Task 1: 

Re-do the three topic assessments which you struggled with the most, on A4 

square paper.  

Mark all three topic assessments with a green pen. 

Please make sure you title and date each sheet of paper, and make sure your 

work is presented neatly. 

 

Task 2 – Mech minor: 

I found this knowledge organiser for Mech minor. Having said that, it needs to 

be adapted to suit our syllabus. Use your notes/Integral to adapt this 

knowledge organiser into one that can be used by us all in Year 13. I have 

uploaded a keywords glossary to help you. 

 

Task 3 – Stats minor: 

Use your notes/Integral to create a knowledge organiser for FM Stats minor. I 

have uploaded a keywords glossary to help you. 

 

Task 4 – Applied revision questions: 

Do the revision questions from Integral for Mech Minor AND Stats Minor. 



 

Complete the questions on A4 square paper. 

Please make sure you title and date each sheet of paper, and make sure your 

work is presented neatly. 

 

 

 

You must bring these in along with your other Summer tasks in our first lesson 

back in September. After we have seen and marked your work, they will go 

into your independent learning folders. 

 

Best of luck and enjoy your Summer break :) 
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A

Alternative hypothesis

When you are carrying out a hypothesis test on a contingency table, the alternative hypothesis is that the

two variables are not independent.

When you are carrying out a hypothesis test for goodness of fit, the alternative hypothesis is that the

distribution specified in the null hypothesis is not an appropriate model for the data.

When you are carrying out a hypothesis test for correlation, with the null hypothesis , the

alternative hypothesis could be  or  or .

B

Binomial distribution

The binomial distribution is an example of a discrete probability distribution. It may be used to model

situations in which

you are conducting trials on random samples of a particular size, 

there are two possible outcomes, success (which has a fixed probability ) and failure (which has a fixed

probability , where )

the trials are independent of one another.

The discrete random variable  is the number of successes in the  trials.

The abbreviation  means that  has a binomial distribution.

The probability that  takes the value  is given by

For , the expectation (mean) of  is given by , and the variance is given by

.

Bivariate data

Data for which each item requires the values of two variables.

Bivariate Normal distribution

A bivariate data set comes from a bivariate Normal distribution if both variables are drawn from a Normal

distribution. If this is the case, the scatter diagram for the data gives an approximately elliptical shape.

C

Chi-squared distribution

The  (chi-squared) distribution is formed when the squares of a set of independent standardised normal

variables are added.

When carrying out a hypothesis test on a contingency table or a test for goodness of fit, the test statistic

 has an approximately  distribution, if the null hypothesis is true.

Contingency table

A two-way table when two variables are measured on a sample, each with two or more different categories of

result. If there are  possible categories for the first variable, and  possible categories for the second variable,

then a  contingency table can be drawn up, with each cell of the table containing an observed

frequency: the number of instances in the sample for which that pair of values of the two variables occurs.
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Controlled variable

A variable is controlled if it only assumes a set of predetermined values, such as the times at which

measurements are taken.

Critical region

The range of values of the test statistic for which the null hypothesis is rejected.

Critical value

The critical value is the value of the test statistic for which you change from not rejecting the null hypothesis

to rejecting it. This depends on the significance level chosen for the test.

In the case of a hypothesis test on a contingency table or for goodness of fit, the critical value is found from

tables for the chi-squared distribution.

In the case of a hypothesis test for correlation, critical values for the product moment correlation coefficient

and for Spearman's rank correlation coefficient can be found from tables.

D

Degrees of freedom

The number of independent variables involved.

For a contingency table, the number of degrees of freedom is given by .

In a test for goodness of fit, the number of degrees of freedom is equal to the number of classes involved less

the number of restrictions. There is always one restriction since the total of the frequencies is fixed, and if any

parameters are estimated from the data, these result in further restrictions. 

So the degrees of freedom = number of classes - number of estimated parameters - 1.

Dependent variable

In bivariate data, one variable (the dependent variable) may be dependent on the other (the independent

variable). If this is the case, the dependent variable is usually plotted on the vertical axis.

Discrete random variable

A discrete random variable is a random variable which has a number of possible values, which can be listed

(although the list could be infinite). Each value is associated with a probability. These probabilities must add

up to 1.

A random variable is usually denoted by a capital letter, such as  or . The possible values taken by the

random variable are sometimes written as  The probability of a particular outcome  is written

as  or sometimes as .

Discrete uniform distribution

For the discrete uniform distribution, there are a number of equally likely outcomes. Examples are the

outcomes from using a fair dice or spinner.

For a discrete random variable  with a uniform distribution on { }, 

E

Expected frequency

When carrying out a chi-squared test on a contingency table or for goodness of fit, the expected frequencies

 are the calculated frequency for each cell of the contingency table, or for each class of the distribution

specified in the null hypothesis.

Extrapolation

Extrapolation is the extending of a relationship which has been established over a particular range of values,

into a wider range. It is not usually appropriate to use extrapolated values for prediction purposes, as there

may not be any evidence that the model continues to be a good one.
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Geometric distribution

The geometric distribution may be used to model situations in which

you are conducting trials for which there are two possible outcomes, success (which has a fixed probability

) and failure (which has a fixed probability , where )

trials continue until the first success

the trials are independent of one another.

The discrete random variable  is the number of trials up to and including the first success.

The abbreviation  means that  has a geometric distribution.

The probability that  takes the value  is given by

𝑝 𝑞 𝑞 = 1 − 𝑝

𝑋

𝑋 ∼ Geo(𝑝) 𝑋

𝑋 𝑟

P(𝑋 = 𝑟) = 𝑝𝑞𝑟−1
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Goodness of fit

The chi-squared ( ) test for goodness of fit is a hypothesis test which determines whether or not a set of

data fits a particular distribution, such as the binomial distribution, the Poisson distribution or the discrete

uniform distribution.

H

Hypothesis test

A procedure in which you use statistical techniques to test a particular claim or theory (hypothesis).

I

Independent variable

In bivariate data, one variable (the dependent variable) may be dependent on the other (the independent

variable). If this is the case, the independent variable is usually plotted on the horizontal axis.

L

Linear combination of random variables

The expectations of linear combinations of two random variables are given by

This result can be extended to any number of independent random variables.

The variances of the sums or differences of two independent random variables are given by

This result can be extended to any number of independent random variables.

Linear correlation

If a set of bivariate data plotted on a scatter diagram fall close to a straight line, then there is linear

correlation. If the line has positive gradient, then the correlation is positive; if the line has negative gradient,

then the correlation is negative.

If every point falls on a straight line, then there is perfect linear correlation, and the value of the product

moment correlation coefficient is 1 (for positive correlation) or -1 (for negative correlation).

Linear function of a random variable

A linear function of a random variable  is of the form .

The expectation and variance of a linear function of  are given by:

M

Mean of a discrete random variable

The mean (or expectation) of a discrete random variable is a measure of central tendency (average) for that

random variable.

The expectation of a discrete random variable  is written as  and is defined as

 or 

Mean of the binomial distribution

For a random variable  which has a binomial distribution , the mean (expectation) of  is given

by
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Mean of the discrete uniform distribution

For a random variable  with a discrete uniform distribution on { }, the mean (expectation) of  is

given by

Note that this is clear from symmetry.

𝑋 1, 2, . . . , 𝑛 𝑋

E(𝑋) =
𝑛 + 1
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Mean of the geometric distribution

For a random variable  which has a geometric distribution , the mean (expectation) of  is

given by

Mean of the Poisson distribution

For a random variable  which has Poisson distribution with parameter , the mean (expectation) of  is .

N

Non-linear correlation

There can be an association between variables which is not linear. In such cases the use of the product

moment correlation coefficient is not appropriate.

In some cases of non-linear association, Spearman's rank correlation coefficient may be an appropriate

measure of the correlation.

Null hypothesis

When you are carrying out a hypothesis test on a contingency table, the null hypothesis is that the two

variables are independent.

When you are carrying out a hypothesis test for goodness of fit, the null hypothesis is that the data fit a

particular distribution.

When you are carrying out a hypothesis test for correlation, the null hypothesis is , where  is the

population correlation coefficient.

O

Observed frequency

When carrying out a chi-squared test on a contingency table or for goodness of fit, the observed frequencies

 are the actual frequencies that occurred for each cell in the contingency table or each class in the

experiment.

One-tailed test

A hypothesis test which looks for a change in a parameter in a particular direction.

In a one-tailed hypothesis test for correlation, the alternative hypothesis has the form  or

, where  is the population correlation coefficient.

P

Parent population

The complete population from which a sample is taken.

Poisson distribution

A discrete random variable may be modelled by the Poisson distribution if events occur at random and

independently of each other, in a given interval of time or space, and the average number of events in the

given interval (denoted by ) is uniform and finite.

If the random variable  is modelled by a Poisson distribution with parameter , then

The mean of the Poisson distribution and the variance of the Poisson distribution are both given by . This

means that you can test the suitability of a Poisson distribution to model a set of data by finding out whether

the mean and variance are close in value.

Population correlation coefficient

The correlation coefficient for a whole population, denoted by .

(The value of , the sample correlation coefficient, is used as a test statistic for the population correlation

coefficient).

Probability distribution

The probability distribution of a random variable gives the probability of each of the possible outcomes. It

may be given as an algebraic formula, or as a table of values.
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Product moment correlation coefficient

A measure of the degree of linear correlation of a bivariate data set, denoted by .

It is given by 

where , , .

The value of  lies between -1 and 1, with 1 representing perfect positive linear correlation (all data falls on a

straight line with positive gradient), 0 representing no correlation, and -1 representing perfect negative linear

correlation (all data falls on a straight line with negative gradient).
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R

Regression line

The least squares regression line is the equation of a line of best fit for a set of data. It is the line for which the

sum of the squares of the residuals is as small as possible.

The equation of the least squares regression line is given by 

where  and .

Residual

The residual for a particular point on a scatter diagram is the vertical distance (positive or negative) from the

point to a line, so that it is a measure of by how much the line misses the point. The sum of the residuals is

zero.

The least squares regression line is the line for which the sum of the squares of the residuals is as small as

possible.

S

Scatter diagram

A diagram used to represent bivariate data, in which the axes represent the two variables involved and each

item of data is plotted using its two values as coordinates.

Significance level

For a hypothesis test, a significance level of  means that the null hypothesis is rejected if the probability of

a result at least as extreme as the result of the test is less than .

Spearman's rank correlation coefficient

A correlation coefficient, denoted , which is used for ranked data. It may also be used in situations when it is

not appropriate to use the product moment correlation coefficient, such as if the data is not drawn from a

bivariate Normal distribution.

Spearman's rank correlation coefficient is given by 

where  is the difference in the ranks given to the  item.

Sum of Poisson distributions

If , and , and  and  are independent of one another, then

.

This can be extended to any number of Poisson distributions, provided that they are independent of one

another.

T

Test statistic

The test statistic for a hypothesis test on a contingency table or for goodness of fit is ,

where  is the observed frequency and  is the expected frequency for a particular cell or class.

The test statistic for a hypothesis test for correlation is the sample correlation coefficient (this could be the

product moment correlation coefficient or Spearman's rank correlation coefficient).

Two-tailed test

A hypothesis test which looks for a change in a parameter without specifying a particular direction.

In a two-tailed hypothesis test for correlation, the alternative hypothesis has the form , where  is

the population correlation coefficient.
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Variance of a discrete random variable

The variance of a discrete random variable is a measure of spread for that random variable.

The variance of a discrete random variable \(X\) is written as \(\text{Var}(X)\) and is defined as

\(\text{Var}(X) = \text{E}(X - \mu)^{2}\) or \(\text{Var}(X) = \text{E}(X^{2}) - \mu^{2}\)

where \(\mu = \text{E}(X)\), the expectation of a discrete random variable for \(X\).
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Variance of the binomial distribution

For a random variable with a binomial distribution \(X \sim \text{B}(n, p)\), the variance of \(X\) is given by

\(\text{Var}(X) = np(1 - p)\)

Variance of the discrete uniform distribution

For a random variable \(X\) with a discrete uniform distribution on {\(1, 2, ..., n\)}, the variance of \(X\) is given by

\(\text{Var}(X)=\dfrac{n^{2}-1}{12}\)

Variance of the geometric distribution

For a random variable with a geometric distribution \(X \sim \text{Geo}(p)\), the variance of \(X\) is given by

\(\text{Var}(X)=\dfrac{1-p}{p^{2}}\)

Variance of the Poisson distribution

For a discrete random variable with a Poisson distribution with parameter \(\lambda\), the variance is \

(\lambda\).
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C

Centre of mass

The single point at which the whole weight of a body may be considered to act. In the case of a rigid body,

this point is the balance point of the body.

Coefficient of friction

A constant, usually denoted by , which indicates the degree of roughness between two surfaces. The

rougher the surfaces, the larger the value of .

Coefficient of restitution

A constant between 0 and 1, denoted by . The coefficient of restitution between two surfaces (such as two

balls, or a ball and a flat surface) is a measure of how bouncy the objects are when they collide.

If  the collision is perfectly inelastic and there is no bounce at all.

If  the collision is perfectly elastic and there is the maximum possible bounce with no change of kinetic

energy.

Conservation of energy

The law of conservation of energy states that in the absence of any external forces other than gravity, total

mechanical energy of a system is conserved.

Conservation of momentum

The law of conservation of momentum states that when there are no external influences on a system, the

total momentum of the system remains constant.

Conservative force

A force which conserves mechanical energy, such as the force of gravity.

Coulomb's model for friction

The frictional force  between two surfaces depends on the coefficient of friction  and the reaction force 

between the surfaces.

Couple

Two forces with equal magnitude but acting in opposite directions. The resultant force is zero, but the two

forces produce a turning effect.

D

Dimension

Dimensions are fundamental quantities, usually mass (M), length (L) and time (T), that are independent and

that can be used to describe mechanical and other quantities.

Examples are:

[volume] = L³

[momentum] = MLT

The brackets mean "the dimensions of". Dimensions are closely related to the units used. For example, 1 m is a

measure of length, and the SI unit for volume is m³.
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Dimensional consistency

Any equation or formula is dimensionally consistent when all its terms have the same dimensions. This is a

requirement for any valid equation or formula.

Dimensionless

Angles and trigonometric functions are dimensionless because they are defined by dividing two quantities

with the same dimensions (i.e. L divided by L). Numbers are dimensionless (including  and ).

Dissipative force

A force such as friction or air resistance which results in energy being dissipated as heat or sound.

Driving force

A driving force is an external force which causes an object to move - the force from a railway locomotive to

pull a train, or from the engine of a car, are examples of driving forces.

F

Frictional force

Friction is a force that opposes surfaces sliding over one another. It happens because surfaces cannot be

perfectly smooth, so one surface always "catches" a little on the other. If there were no friction, most

machines would not work (and we wouldn't be able to walk along). For example, a car's wheels would just

spin round and round, without moving the car, if there were no friction between the car's tyres and the road.

When a car gets wheel-spin in slippery conditions it is because there is insufficient friction to propel the car

forward, so the driving force from the engine is wasted spinning the wheels.

Friction is a special type of resistance force. For a stationary object, any frictional force is always at exactly the

correct size and direction to keep the object stationary. However, the frictional force has a maximum value

which depends on the value of the coefficient of friction. When the resultant force on an object exceeds this

maximum, the object will move. The model of friction used at A level assumes that while an object is moving,

the frictional force is constant at this maximum value.

Fulcrum

The pivot point of an object such as a lever or see-saw. If a force is applied which produces a moment, the

object turns about the fulcrum.

G

Gravitational potential energy

The energy possessed by a body because of its position.

The gravitational potential energy of an object of mass  kg at height  m above a fixed reference level is

given by .

Graviational potential energy is measured in joules (J).

I

Impulse

The impulse due to a force  acting for  seconds is denoted by .

The impulse on an object is also equal to the change in momentum of the object caused by that impulse.

Impulse is a vector quantity measured in Ns.

K

Kinetic energy

The energy possessed by a body because of its speed.

The kinetic energy of a body with mass  kg moving at speed  ms  is given by .

Kinetic energy is measured in joules (J).

L

Lamina

A plane shape which may be considered to have negligible thickness, so that it need only be considered in

two dimensions.
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Limiting friction

The maximum possible value of the frictional force for two surfaces in contact. In the case where friction is

limiting, the frictional force  is equal to , where  is the coefficient of friction, and sliding either is

occurring or is just about to occur.
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M

Mechanical energy

Kinetic energy and gravitational potential energy are both forms of mechanical energy. When gravity is the

only force acting on a body, total mechanical energy is conserved.

Method of dimensions

This is the method by which the proposed form of a formula which involves a product of powers of certain

quantities can be found using considerations of dimensional consistency.

Model

A mathematical model is a way of describing the real world in terms of mathematics. All of the work you do in

Mechanics involves the use of mathematical models.

In order to be able to make calculations about how objects in the real world behave, certain factors may be

disregarded to simplify the situation, provided that they do not have a significant effect on the situation.

Modelling assumption

Examples of modelling assumptions are "strings connecting objects are inextensible and have no mass" or

"air resistance can be ignored". These assumptions are made to simplify a situation to enable a mathematical

model to be produced.

Moment

The moment of a force is the turning effect of the force about a fixed point. The moment is found by

multiplying the magnitude of the force by its perpendicular distance from the fixed point.

The SI unit for a moment is the Newton metre (Nm). Anticlockwise moments are considered to be positive,

clockwise moments negative.

Momentum

The momentum of a moving object is defined as mass × velocity.

Momentum is a vector quantity measured in Ns.

N

Newton's experimental law

A law connecting the relative speeds of two objects before and after a collision:

speed of separation =  × speed of approach

where  is the coefficient of restitution.

P

Power

Power is the rate of doing work.

The power of a vehicle moving at speed  under a driving force  is given by .

Power is measured in watts (W).

R

Rigid body

An object which is recognised as having size and shape, i.e. it cannot be considered as a particle. It is

assumed not to be deformed when forces act on it.

A rigid body is in equilibrium if and only if there is no resultant force acting on it, and the total moment of the

forces acting on it is zero at any point.

S

Speed of approach

The relative speed of two objects before a collision.

Speed of separation

The relative speed of two objects after a collision.

W
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Work

The work done by a constant force  is given by

Work done =  × distance moved in the direction of the force.

Work is measured in joules (J).

𝐹

𝐹



Work-energy principle

The total work done by the forces acting on a body is equal to the increase in the kinetic energy of the body.
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